Existing PLEX Code, and its Suitability for Parallel
Execution - A Case Study

Johan Lindhult
Dept. of Computer Science and Electronics, Malardalen University
P.O. Box 883, SE-721 23 Vasteras, SWEDEN
johan.lindhult@mdh. se

April 19, 2008

Abstract

Some computer systems have been designed under the assumption that activities in the
system are executed non-preemptively. Exclusive access to any shared data in such a system
is automatically guaranteed as long as the system is executed on a single-processor archi-
tecture. However, if the activities are executed on a multiprocessor, exclusive access to the
data must be guaranteed when memory conflicts are possible. An analysis of the potential
memory conflicts can be used to estimate the possibility for parallel execution.

Central parts of the AXE telephone exchange system from Ericsson is programmed in
the language PLEX. The current software is executed on a single-processor architecture,
and assumes non-preemptive execution.

In this paper, we investigate some existing PLEX code with respect to the number of
possible shared-memory conflicts that could arise if the existing code, without modifications,
would be executed on a parallel architecture.

Our results show that only by examining the data that actually can be shared, we derive
a safe upper bound on the number of conflicts to figures between 33-91% for the observed
programs (in comparison with the assumed 100%). A more fine-grained analysis, based on
certain run-time properties, can decrease the numbers to figures between 0-75%.

1 Introduction

Over the years, many computer systems have been designed under the (sometimes implicit)
assumption that activities in the system are executed non-preemptively. Examples of such
systems are small embedded systems that are quite static to their nature, or priority-based
systems where activities on the highest priority are assumed to be non-interruptible. Non-
preemptive execution gives exclusive access to shared data, which guarantees that the consis-
tency of such data is maintained.

However, new machines will increasingly be parallel [SL05]. On a parallel architecture,
activities executed on different processors may access and update the same data concurrently,
and non-preemptive execution does not protect the shared data any longer. On the other
hand, the very idea of parallel architectures is to increase performance by parallel execution.
The question is: how utilize the power of a parallel processor for a system designed for non-
preemptive execution?

Our subject of study is the language PLEX, used to program the AXE telephone exchange
system from Ericsson. The AXE system, and the PLEX language, have roots that go back to



the late 1970’s. The language is event-based in the sense that only events, encoded as signals,
can trigger code execution. Signals trigger independent activities (denoted jobs), which may
access shared data stored in different shared data areas. Jobs are executed in a priority-based,
non-interruptable (at the same priority level), fashion on a single-processor architecture, and
the language lacks constructs for synchronization. Due to the atomic nature of jobs (further
discussed in the following section), they can be seen as a kind of transactions. Thus, when
executing jobs in parallel, one will face problems that are similar to maintaining the ACID!
properties when multiple transactions, in a parallel database, are allowed to execute concur-
rently.

Our primary motivation for this study is the fact that multicore architectures will become
a de-facto standard in a near future. There are millions of lines of legacy event-based code in
industry. Rewriting this code into explicitly parallel code would be extremely expensive. Thus,
there is a need to investigate methods to migrate such code to parallel architectures with a
minimum of rewriting.

In order to estimate the possibility for parallel execution of the existing PLEX code, we
have performed a static program analysis of the potential memory conflicts that actually can
arise. The number of conflicts are measured as the relative numbers of different jobs that can
interfere with each other through the shared data areas. Our results show that compared to a
straightforward parallel implementation, where each shared data area is protected by a lock,
we can by a simple static analysis of the data usage reduce the potential conflicts between jobs
to be in the range 0-76% for the observed programs, thereby reducing the amount of manual
work that probably still needs to be performed in order to adapt the code for parallel process-
ing.

The rest of this paper is organized as follows: Section 2 gives a brief introduction to the
language PLEX and some related concepts. Section 3 describes the experimental shared-
memory architecture (which in the remaining of this paper will be called the "prototype”) that
executes the observed PLEX code. Section 4 defines the conflicts we are investigating, whereas
Section 5 covers the examination of the code. Related work is covered in Section 6 before the
paper is summarized in Section 7.

2 Programming Language for EXchanges

PLEX is a pseudo-parallel and event-driven real-time language developed by Ericsson. The
language is used in the AXE telephone exchange system, and it was developed in conjunc-
tion with the first AXE versions in the 1970’s. Apart from an asynchronous communication
paradigm, PLEX is an imperative language, with assignments, conditionals, goto’s, and a
restricted iteration construct. It lacks some common statements from other programming
languages such as while loops, negative numeric values and real numbers.

A PLEX program is structured in blocks. Each block contains several, independent sub-
programs together with block-wise scooped data, see Fig. 1. As we will see in the following
section, this data (variables) can be classified into different categories depending on whether
or not the value of a variable ’survives’ termination of the software. Blocks can be thought
of as objects, and the subprograms are somewhat reminiscent of methods. However, there is
no class system in PLEX, and it is more appropriate to view a block as a kind of software
component whose interface is provided by the entry points to its sub-programs. Data within

1Atomicity, Consistency, Isolation and Durability



blocks is strictly hidden, and there is no other way to access it than through the sub-programs.

The sub-programs in a block can be executed in any order: execution of a sub-program is
triggered by a certain kind of event called signal arriving to the block. Signals may be external:
arriving from the outside or internal: arriving from other sub-programs, possibly executing in
other blocks. The execution of one, or several, sub-programs constitutes a job; a job begins
with a signal receiving statement, and is terminated by the execution of an EXIT statement.
Due to the ’atomic’ execution of a job, i.e., once a job is started it will run to completion, we
may also view them as a kind of transactions.

PLEX program file (Block)

Sub-program
Code -
-~ ENTRY POINT
Code some code
~S~o EXIT POINT
Code S~-
Code
& COMMON <«
DATA AREA

Figure 1: A PLEX program file (a block) consists of several sub-programs.

Since sub-programs can be independently triggered, it is accurate to consider jobs as “par-
allel”. However, the jobs are not executed truly in parallel: rather, when spawned, they are
buffered (queued), and non-preemptively executed in FIFO order, see Figs. 2 (b) and 3 (a). Be-
cause of the sequential FIFO order imposed, we term the language as “pseudo-parallel” since
externally triggered jobs could be processed in any order (due to the order of the external
signals). We also note that different types of jobs are executed on different levels of priority,
and that jobs of the same priority are executed non-preemptively. User jobs (or call processing
jobs), i.e., handling of telephone calls, are always executed with high priority, whereas admin-
istrative jobs (e.g, charging) always are executed with low priority (and never when there are
user jobs to execute).

A key aspect, which distinguishes PLEX from an “ordinary” imperative language, is the
asynchronous communication paradigm: jobs communicate and control other jobs through
signals. Signals are classified through combinations of different properties, where the main
distinction is between direct and buffered signals, see Fig. 2. The difference is that a direct
signal continues an ongoing job, whereas a buffered signal spawns off a new job. We refer to
[ELO02] for a more thorough description on signals as well as the asynchronous communication
paradigm.

Finally, we denote the set of jobs originating from the same external signal a job-tree. See
also Fig. 3 (b), where the corresponding job-tree for the execution in Fig. 3 (a) is shown.

3 A Parallel Architecture, and the Shared Data

The parallel architecture we consider in this paper is a conventional shared-memory architec-
ture. It is equipped with a run-time system, which is designed to execute PLEX programs as
they are. Logically, the execution is done by a static number of threads, which may or may
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Figure 3: The "pseudo-parallel” execution model of PLEX (a), and a corresponding job-tree (b).



not equal the number of processors. Each thread has its own local state, and a number of
pre-allocated blocks, which are only executed by the thread they have been allocated to. The
“remaining” blocks can be executed by any of the threads, and we say that these blocks execute
in "parallel mode”. See also [Lin08] where the execution paradigm is given a more detailed
coverage.

The old (sequential) software is, without modifications, executed on the parallel architec-
ture. The run-time system of this architecture is designed to preserve functional equivalence
with the original, sequential system. The approach taken to achieve this equivalence is to (1)
let jobs from the same job-tree execute in the same sequential order as in the single-processor
case, and (2) lock a block as soon as a job is executing in it in order to protect its data from
being concurrently accessed.

Although the use of a locking scheme introduces the risk of deadlocks, we will not consider
this further since the run-time system has a mechanism to resolve this.

Locking blocks will guarantee consistency of data, since data in a block can never be ac-
cessed by a job executing outside that block. However, it may be overly conservative, since
two parallel jobs accessing the same block may well never touch the same data. Our analysis
of the potential memory conflicts aims at allowing a more loose locking scheme, where a block
need not be locked if we know for sure that the jobs executing in it cannot have any memory
conflicts.

We only consider parallel execution of user-level jobs in this study. This is because admin-
istrative jobs are not allowed to be executed while there are user-level jobs to process.

Since the data in a block is shared between all its sub-programs (as shown in the previous
section), it might seem as all variables may be potentially shared. However, as we indicated
in the previous section, the variables belong to different categories: basically, the variables
can be divided into the following two main categories; stored (DS) or temporary.

e The value of a temporary variable exists only in the internal processor registers, and only
while its corresponding software is being executed. Variables are by default temporary,
and thus cannot be shared between different jobs.

e DS variables are persistent: they are loaded into a processor register from the memory
when needed, and then written back to the memory. These variables can be further
divided into?:

1. Files

2. Common variables

Common variables are (mostly) “scalar” variables®, whereas files essentially are arrays of
records (similar to “structs” in C). Elements of records are called individual variables. Pointers
address the relevant record in a file. The records in a file are numbered, and the value of the
pointer is the number of the current record. Fig. 4 shows an example file with its records and
a pointer, whereas Table 1 tries to relate the above PLEX concepts to its closest counterpart
1n C.

Notable is that a pointer "behaves” like a temporary variable in that it will lose its value
when the job that uses the pointer terminates. Thus, common variables are used to store the
“current value” of a pointer between the execution of different jobs.

2See also [Lin03] where this distinction is discussed more thoroughly.
3A common variable may also be an array.



SUBNUMBER

NAME

STATE

POINTER

Figure 4: An example file with n records and a pointer with the current value 2.

PLEX o]

record struct

file array of structs
pointer array index
individual variable struct member
common variable global variable

Table 1: Some PLEX concepts, and their “counterparts” in C.

4 Analysis of Conflicts

We say that two signals in the same block are in conflict if they might access the same variable
in such a way that the consistency of data is threatened if the code triggered by the signals
is executed concurrently. This is the case if both signals might access the variable and at
least one may write to it. If two signals are not in conflict, they may safely be executed
concurrently with no protection at all. A run-time system may use this information to lock a
block selectively only for signals that are in conflict. This improves on the parallel architecture
in Section 3, which locks a block as soon as one of its signals is executed.

To determine whether or not two signals might be in conflict with each other, the usage of
each variable in each signal is classified in the following way:

1- The variable is never used by the signal in question.
R - Read Only, i.e., the only way the signal is accessing the variable is in read operations.
W - If the signal accesses the variable, the first access will always be a write operation.

T- It is not possible to (statically) classify the variable according to the previous cases, i.e.,
the usage of the variable might be input dependent, or there might be different paths
through the code that use the variable in different ways. It might also be the case that
the signal performs a read operation as a first access to the variable.

Based on our knowledge on how the variables are used, we can order them in a hierar-
chical way as in Fig. 5, where we go from absolute knowledge (_L- never used) to actually no
knowledge at all (T- can’t always be determined). We also make the following observations:



Figure 5: The hierarchical ordering of variable usage.

A variable that is never used (L) can never cause the signal to be in conflict with other
signals.

e The value of a Read Only variable is only used (read from), and similar to | does not
cause the signal to be in conflict with other signals unless some other signal writes to
the variable.

e For a variable classified as W, we notice that if every signal that accesses the variable
always performs a write as a first possible access, it will be safe to perform the following
transformation; let each signal work on a local copy of the variable. This does not change
the semantics of the program since no signal will ever use a value written by another
signal, regardless of whether or not this transformation is performed. We denote this
transformation as 'w-optimization’ in the following sections.

e Since an unambiguous use of a variable classified as T can not be determined, we must
always assume a potential conflict between signals that use this variable.

A conflict matrix for each block would then be straight forward to deduce based on the
classification of variables. We give a small example; consider three signals Sig, 2, 3, and
three variables Var; 2 3. Table 2 shows how the signals use the variables, as well as the
corresponding conflict matrix. The conflict matrix indicates potential conflicts between Sig;
and Sigo, and between Sig; and Sigs. Sig. and Sigs can however execute concurrently.

Vary Vary Vars Sigr  Siga Sigs
Sigy R w 1L Sigy X X
Sigo R R R Sigs X
Sigs il R R Sigs X

Table 2: Variable usage in three example signals, together with a corresponding conflict matrix.

Once the conflict matrix has been constructed, it could be used by the run-time system to
perform a table look-up before allowing a signal to start executing.

5 Examining the Code

As we said in the previous section, only a subset of the blocks are executed in "parallel mode”
which means that they may be executed by any thread, and consequently are candidates



for parallel execution. Other blocks are not considered in this study. Furthermore, every
block might also, besides "call processing code” (i.e., handling of telephone calls), contain some
administrative code (e.g., charging for a call). Since administrative code is not allowed to
execute while there is call processing work to be done, the variables that are considered in
this study are DS variables accessed by call processing code (and where the block executes in
“parallel mode”).

Our studies are performed on existing PLEX code, executed on the shared-memory archi-
tecture described in Section 3. Our figures on execution time for different signals are based on
traces from these executions. The software consists of 1045 blocks; 34 of those are executed in
“parallel mode” whereas the remaining blocks are allocated to different threads. A total of four
blocks have been examined. Common for these blocks is that their fraction of the execution
time is high compared with other blocks. Each examined block contains a number of signals
that are executed more frequently than other signals in each respective block. We call these
“HF-signals” (High Frequency Signals). For every DS variable that are read from, or written
to, by such a HF signal, we have examined the usage of this variable in every other signal in
that block in order to find out which signals that may possibly be in conflict with these HF-
signals. Table 3 summarizes the characteristics of each examined block: type of block, fraction
of execution time, as well as the number examined signals, and variables.

The code has been inspected manually, and the reason for not trying to automate the pro-
cess was that we believed that manual inspection also would increase our general knowledge
on how the language is used, in “reality”, i.e., it would be ”"possible to “see” the semantics of the
program” [Lin03].

Block Type Execution HF Examined Examined
time (%) signals variables

CHVIEW Middleware 6.70 % 6 70 of 92 26

LAD oS 0.64 % 2 8 of 28 88

MFM 0S 3.40 % 3 26 of 75 53

MSCCO Application 1.76 % 2 68 of 75 16

Table 3: The examined blocks.

As we pointed out in Section 3, the persistent data are divided into Files and Common
variables, where Files are arrays of records, and Common variables in most cases ”scalar”
variables. For Files, we make the following observation:

a conflict takes place through a file only when the same individual variable, in the same
record, is accessed simultaneously. For a file of size n the probability of two accesses going to
the same record is 1/n, if the accesses are random, independent, and equally distributed. Files
in PLEX are usually used to hold subscriber data and/or data generated during a telephone
call [Lin03]. The index of an access thus usually depends on externally supplied data, like a
subscriber number, which should be quite random under normal circumstances.

Based on the above, we believe that conflicts through Files tend to be rare. As a starting
point we therefore make the following approximation: conflicts caused by simultaneous ac-
cess to the same file does not occur! This is of course an underestimation of the actual number
of conflicts. The usage of the common variables in each examined block is shown in Table 7
(CHVIEW), Table 10 (LAD), Table 12 (MFM), and Table 14 (MSCCO). The conflict matrixes



derived from the above tables are found in Table 17 (CHVIEW), Table 22 (LAD), Table 25
(MFM), and Table 28 (MSCCO). Applying the 'w-optimization’ described in the previous sec-
tion on the above conflict matrixes result in Table 18 (CHVIEW), and Table 23 (LAD). For the
matrixes in Table 25 and Table 28 no improvement is achieved. This is due to that several
signals share not only one, but several variables that are used for communication, e.g., “the
current state of the system is X”.

The results so far is summarized in Table 4.

Block Initial \w
approx.

CHVIEW 10.78% 10.74%
LAD 47.22%  8.33%
MFM 64.67% 64.67%
MSCCO 55.46%  55.46%

Table 4: Summary of the (relative) number of possible conflicts, between the observed signals,
with (and without) "w-optimization’ applied. The figures approximates that conflicts due to
simultaneous access to the same file does not occur.

On the other hand, by regarding Files from the other extreme, i.e., by considering every
simultaneous access as a potential conflict, we achieve a safe upper bound on the number of
conflicts. The usage of files in each block is shown in Table 8 (CHVIEW), Table 11 (LAD),
Table 13 (MFM), and Table 15 (MSCCO). The corresponding conflict matrixes is shown Table
19 (CHVIEW), Table 24 (LAD), Table 26 (MFM), and Table 29 (MSCCO). The safe upper bound
is achieved by combining Table 18 and Table 19 into Table 20 (CHVIEW), Table 23 and Table
24 into Table 24* (LAD), Table 25 and Table 26 into Table 27 (MFM), and Table 28 and Table
29 into Table 30 (MSCCO). Adding the upper bounds to Table 4 gives us Table 5.

Block Initial \w Upper
approx. bound

CHVIEW 10.78% 10.74% 72.56%
LAD 47.22%  8.33% 33.33%
MFM 64.67% 64.67% 75.78%
MSCCO 55.46% 55.46% 90.96%

Table 5: Adding the upper bound of the possible number of conflicts (column 4) to the figures
from Table 4.

Coming this far, the question is whether or not we can tighten the derived upper bounds.
Earlier in this section we said that records in a file are used to hold subscriber data and/or
data generated during a telephone call. But to prevent arbitrary accesses to a record, an
instance variable (the ’state’) indicates whether or not the record is currently used.

4The combination of Table 23 and Table 24 is identical with Table 24 since the remaining conflicts in the former
are already captured in the latter.



e To SEIZE a record is the operation of changing the state of a record from IDLE to BUSY,
where IDLE means "not currently used by any job", and BUSY "currently used to hold
data".

Further on, we also know (from [Lin03]) that files (and their records) can be divided into
different “sub-classes”. But before we look into these sub-classes, we need to cover the concept
of Forlopps” introduced in [Lin03].

In Section 2, we introduced the notions of jobs, and job-trees (the set of jobs originating
from the same external signal);

e a Forlopp is the set of one, or more, related job-trees [Lin03].

i.e., a set of job-trees that co-operate to establish, and carry out, a telephone call. Fig. 6 - 8
(all® from [Lin03]) illustrate the concepts.

Idle subscribers

Hook Off A Hook On A Hook On B

Dial tone for A Silent B

Dialing

Ring tone for A Ring signal for B

Hook Off B Hook On A

A'in speech with B

Figure 6: A Petri-Net inspired representation of a Forlopp.

Having covered the Forlopp-concept, we return to the discussion on files/records®, and start
dividing the files into the following classes:

5Tig. 6 is originally from [FW00].
61n the following, we will sometimes use the terms files, and records interchangeably
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Job tree

Dial tone for A

D

Figure 7: Showing one of the Job-trees in the Forlopp from Fig. 6.

Forlopp

Job-tree

Job

Job

Job-tree

Job

Job

Figure 8: The relation between jobs, job-trees, and forlopps.
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Forlopp unique: a Forlopp unique record is a communication channel with its liveness lim-
ited to the boundary of the currently executed Forlopp. The communcation channel is not
live when entering or exiting the Forlopp, and the pointer value addressing the record is
solely used by the Forlopp that has seized the record, Definition 10.2 in [Lin03]. Since the
jobs in the job-trees, as well as the job-trees in the Forlopp, are sequentially executed, the
only kind of conflict that can possibly occur in a Forlopp unique record, is if two differ-
ent Forlopps simultaneously SEIZE a new record for future use. This implies that if we
can classify a file as Forlopp unique, we can be sure that conflicts in the corresponding
records can never occur as long as the SEIZE operation is protected!

Forlopp shared: similar to the Forlopp unique file, records in a “Forlopp shared” file is only
used inside a Forlopp. But unlike the previous case the records are used for communica-
tion between different Forlopps which means that conflicts might occur in these records
even if the SEIZE operation is secured.

Shared: a record used for communication between an arbitrary number of jobs not part of a
Forlopp. It might also be the case that uses of the record rely on sequential execution,
e.g., by using a constant value as a pointer value. Finally, whenever we safely can’t de-
termine any of the other two cases (Forlopp unique/shared), the record must be regarded
as shared. Simultaneous access to this file type must always be treated as a potential
conflict!

Examining the usage of the files leads us to Table 16 where each file is classified according to
the above division. Notable is that we actually can classify 18 of 21 files as Forlopp unique,
which means that if different signals are prevented from executing the SEIZE operation con-
currently, there would be no conflicts in the 18 files! The SEIZE operation itself is a quit small
piece of code, usually written in one of the following two cases

pointer = Commonvar; Commonvar = pointer : next

FOR FIRST pointer FROM expression WHERE STATE = IDLE
DO STATE = BUSY

Moreover, the SEIZE operation is not seldom placed in a sub-routine since many signals may
perform the same operation. This means that protecting the SEIZE operation is a ques-
tion of ensuring exclusive access to the sub-routines in question! An idea that has been
discussed with our partners at Ericsson is to use the (for PLEX programmers) well known
DISABLE/ENABLE construct in the following way:

DISABLE PARALLEL
seize operation
ENABLE PARALLEL

The DISABLE/ENABLE construct is today used by code of lower priority to prevent interference
from higher prioritized code’ like in the following code snippet (and we refer to [EL02] for
further information on the DISABLE/ENABLE construct).

DISABLE INTERRUPT
low prioritized code accessing shared data
ENABLE INTERRUPT

"We recall from Section 2 that different jobs execute on different levels of priority, and that jobs of higher priority
normally are allowed to interrupt a job of lower priority.
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Now, if we assume that the SEIZE operations in each block is protected, not only can we
safely say that potential conflicts in 18 of the 21 files are eliminated, but for 2 of the examined
4 blocks we also manage to remove all the remaining conflicts in the common variables! This is
due to the fact that these variables are (1) only used in SEIZE operations, or (2) only accessed
in the sub-routines that performs the SEIZE operations!

Based on the above assumption and discussion, as well as on our earlier examination of
the common variables, we conclude our study by noting that in block CHVIEW, we only need
to consider the potential conflicts in Table 9. All potential conflicts in the remaining files, as
well as in the common variables, are removed under the above assumption. For block LAD
we achieve even better results; all remaining conflicts are removed since all files are Forlopp
unique, and the remaining common variables are used in SEIZE operations or will be protected
if the SEIZE operations are protected. For block MFM, no file conflicts can be removed since
all files are potentially shared. This means that the previous derived upper bound is our final
result for the block. In block MSCCO, all considered files are classified as Forlopp unique
which means, opposite to MFM, that our initial approximation is the final result for this block
(since no conflicts in the common variables can be removed).

Our final figures on the possible number of shared-memory conflicts are as in Table 6, and
the new conflict matrix for block CHVIEW is shown in Table 21.

Block Initial \w Upper Protected
approx. bound SEIZE
CHVIEW 10.78% 10.74% 72.56% 16.30%
LAD 47.22%  8.33% 33.33% 0%
MFM 64.67% 64.67% 75.78% 75.78%

MSCCO 55.46% 55.46% 90.96% 55.46%

Table 6: The final results for the examined blocks.

6 Related Work

Due to its event-based execution model, it may seem natural to relate the possibility of parallel
execution of existing PLEX programs to other event-based systems, and especially to Rational
Rose RT-models since PLEX and Rose have a similar asynchronous communication paradigm
with events encoded as signals [Rat02]. However, the few works that we are aware of in
the event-based domain, [MHO01, Mos06] and [RDHS02], are all concerned with optimizing
performance on a single-processor architecture. Since different modeling languages such as
UML and Rose are basically used in the OO domain, the lack of literature might be caused by
known difficulties to parallelize an OO program (inheritance, late binding, encapsulation and
reusability) [Kum95].

As seen in previous sections, 1 and 2, we have related the execution of a job to the ex-
ecution of a transaction, and we will therefore review relevant works in the field of parallel
databases. First of all we note that there are two architectural “extremes”; the shared-nothing
(SN) and the shared-memory (SM) architectures [DG90, zV96, Tal03]. The only way two pro-
cessors communicate in the SN-architecture is by message passing, and hence transactions
can not interfere with each other. The SM-architectures resolve the problem with interfering
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transactions by locking schemes [WC95]. Due to better scaling and non-interference between
transactions the SN-architecture has been considered superior to the SM-architecture. How-
ever, the emerge of multi core architectures will most likely force the database community
to revisit the SM-architecture [CBHRO6]. The latter work explores a parallel database imple-
mented on a Cray MTA-2. This architecture provides hardware primitives for locking of single
words of memory, and hashes the physical address space to distribute memory references.

The current approach to keep the system consistent is the coarse locking scheme (lock an
entire block) which was described in Section 3. The static analysis described in the previous
section is able to safely state that some of the potential conflicts never occur, which implies
that the current locking scheme is unnecessarily conservative. However, potential conflicts
that we can’t resolve still need to be handled dynamically. An alternative to the current coarse
grained approach are reactive concurrent data structures: shared data with non-blocking syn-
chronization, with an ability to adapt their algorithmic complexity to contention variation.
Examples of such structures, and algorithms, include

spin-locks: a busy-waiting approach that may be preferable if the waiting time is low, which
we believe that it generally is. If contention on the shared is considered low, the backoff-
delay version in [And90] might be an alternative to protect the same data.

diffracting trees (DT): which is a software solution to implement shared counters in a mul-
tiprocessor system [SZ96]. The Reactive DT (RDT) by [DLS00] has the ability to grow
and shrink depending on work load. Since a significant part of the variables in some of
the examined blocks are used as counters, RDT’s might be considered for these variables.

software transactional memory (STM): in which operations on the shared data are seen
as transactions (which corresponds to what we said about a job earlier in this section)
that are either committed or aborted [ST95]. The Adaptive STM proposed in [MSS05]
also adjusts to different workloads.

However, common for the above structures are that their reactive schemes (i.e., the algo-
rithms) rely on either some experimentally tuned thresholds or know probability distribution
of inputs. However, as shown by Ha [Ha06] it is possible to implement the algorithms in a
“self-tuning” way.

7 Conclusions

As stated in the beginning of this paper, the primary goal with this study was to get an opin-
ion on whether or not the existing PLEX code is suitable for parallel processing. So what
conclusions can be drawn based on the results in the previous section?

As a starting point, we had to assume the worst case scenario; i.e., that the number of
conflicts in the examined programs were close to 100%. However, a simple static analysis of
the data usage reduced the potential conflicts between jobs to be in the range 11-65% for the
observed programs. Simple static optimizations were, in some cases, able to reduce the figures
even further.

These initial results were an underestimation of the actual number of conflicts since we
omitted conflicts caused by simultaneous access to the same file. We chose this approximation
as a starting point for our studies since the probability for two jobs to simultaneously access
the same part of a file normally is 1/n, where n is the size of the file.

We continued our study by regarding files from the other extreme, i.e., by considering every
simultaneous access as a potential conflict. This provided us with a safe upper bound on the
number of potential conflicts. These figures were found to be in the range 33-91%.
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Under the assumption that the operation of fetching a record from a file is prevented from
parallel execution, we showed that it is possible to tighten the upper bounds to figures in the
range 0-76%.

To maintain consistency in the case the static analysis fails to resolve a conflict, as well
as for allowing simultaneous access to a file, a dynamic solution is required. We have so
far compared our static analysis with a dynamic approach, where each shared data area is
protected by a lock. However, we have seen that such a “mutual exclusion” approach is too
conservative since two jobs accessing the same block may never touch the same data. (Another
drawback is the risk of deadlocks). As an alternative to this coarse grained locking scheme,
we have sketched on an ’Atomic Section’ solution. Another approach are the reactive data
structures as implemented by Ha [HaO06].

To summarize, our results are encouraging. We have shown that simple static methods
are sufficient to resolve many of the potential conflicts, and we believe that the combination
of static analysis and atomic sections/lock-free synchronization might be sufficient to migrate
the code to a parallel architecture (or at least minimizing the amount of rewriting).
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A Blocks, Variables, and Conflicts

The background material, which we refer to in Section 5, and from which the figures in Table
4-6 is derived, is collected in this section. Table 7-15 shows how the variables in each examined
block are used, and from Section 4, we repeat our classification of the variables;

1- The variable is never used by the signal in question.

R - Read Only, i.e., the only way the signal is accessing the variable is in read operations.
W - If the signal accesses the variable, the first access will always be a write operation.
T- It is not possible to (statically) classify the variable according to the previous cases.

Table 16 contains the classification of the files, whereas Table 17-30 con