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Abstract—Wireless Time-Sensitive Networks (TSN) are needed
to fulfill the requirements of real-time applications in areas
where wired connections are not feasible. Wireless TSN com-
bines the real-time capabilities of TSN with the flexibility
of wireless connectivity opening a path for new use cases
while providing determinism to time-critical scenarios such as
autonomous vehicles. Industrial automation is integrating TSN
with various wireless technologies such as WiFi, 4G, and 5G. This
paper presents an ongoing work which aim is to experimentally
analyze the performance of TSN when integrated with 4G,
5G, and WiFi in real-world scenarios. This will help both the
researchers and industries to have a clear view of the network
performance regarding the end-to-end latency requirements
when designing their applications and use cases.

Index Terms—Wireless Time-Sensitive Networking, TSN-5G,
TSN-WiFi, TSN-4G.

I. INTRODUCTION

Industrial automation nowadays is undergoing a tremen-
dous change by the recent advances in technology that
allow interconnection on a wider and more fine-grained
scale [1]. The vehicle domain is moving towards digitization
while sending larger amounts of data with different levels
of Quality of Services (QoSs) on the network starting from
the bounded low-latency to high-bandwidth requirements.
Therefore, there is a great importance in developing a highly
efficient and reliable network to fulfill the requirements of
such applications and use cases [2].

Nowadays, Time-Sensitive Networking (TSN), introduced
by the IEEE TSN group 1, is gaining the momentum by
its advanced features to meet the bounded low-latency
and high-bandwidth requirements over switched Ethernet.
Among those advancements, we can mention the support
for clock synchronization, resource reservation for different
types of traffic, various traffic shapers, frame preemption,
and network management mechanisms [3].

However, TSN is mainly developed for on-board com-
munication, thus it is missing the flexibility of mobile
connections. Hence, the recent research is focusing on
wireless TSN to improve the TSN effectiveness by adding
the benefits of mobile connection such as mobility and
cost-effectiveness [4]. The integration of TSN with wireless
technologies, such as WiFi or cellular networks, requires
significant efforts due to the dissimilarities of such systems.
They use different protocols and techniques for traffic trans-
mission and prioritization, therefore several core challenges
need to be addressed starting from the interoperability
between wired and wireless components, synchronization,
and QoS management, to mention a few.

Although there is an urgent need to integrate TSN with
wireless technologies to unlock standards-based, scalable,
and highly flexible use cases, it is not yet shown how will
the performance of the converged networks be in real-
world scenarios. This ongoing work aims to provide initial
results on experimentally evaluating the integration of TSN

1https://1.ieee802.org/tsn

with various wireless technologies such as WiFi and cellular
network, concerning communication latency and end-to-
end latency from the sender node to the receiver node.
These initial results help developers and researchers to
understand the benefits of each wireless technology when
they are integrated with TSN networks. The envisioned
final results will help the industry to choose among several
wireless technologies depending on their QoS needs and
vendor requirements. Based on the collected results, we
plan to extend the evaluation to analytical performance
evaluation that can support the network designers.

II. BACKGROUND AND RELATED WORK

In this Section, we discuss the fundamental concepts of
TSN and wireless technologies necessary to understand the
rest of the paper, as well as the related work.

A. Background

1) Time Sensitive Networking: Time-Sensitive Network-
ing (TSN) is a set of standards introduced to provide
real-time capabilities and high bandwidth over switched
Ethernet. These standards provide solutions for:

• Clock synchronization - Using Precision Time Proto-
col (PTP) to distribute timing information across the
network [5].

• Resource management - TSN offers efficient resource
allocation to meet the timing and reliability require-
ments of time-critical applications by configuring the
TSN capabilities and managing the network and device
resources.

• Mechanisms for bounded low latency - TSN introduces
traffic classes (Scheduled Traffic, AVB class A, AVB class
B, Best-Effort) and eight possible priority levels (0-
7) to ensure that the packets are forwarded with the
requested prioritization level to fulfill the QoS needs
of the applications. Moreover, TSN utilizes frame pre-
emption making sure that the packet with the highest
priority is always sent on the network before any lower-
priority packet, even in cases when there is ongoing
transmission of the lower-priority packets.

• Network management mechanisms - TSN enables cen-
tralized network configuration of TSN devices allowing
robust configuration and management of various TSN-
specific parameters.

2) Wireless TSN: Wireless TSN refers to the integration
of TSN with wireless technologies such as WiFi, or cellular
networks, to enable reliable and predictable communica-
tion in the wireless domain. Not every wireless technology
is capable of supporting TSN features, hence according to
IEEE 802.11/Wi-Fi and 5G standards, these are the two most
promising candidates to support the TSN performance [6].
However, in this work we consider 4G as it is coexisting
at the same network with the public Non-Standalone 5G



network, and there are still industries leveraging 4G in their
use-cases.

B. Related Work

1) Integration of TSN with Wi-Fi: The authors in [7]
investigate the integration of TSN with a Wi-Fi network
focusing on the QoS of Wi-Fi for downlink with MAC layer
modifications while analyzing the jitter and delay perfor-
mance of the network. They introduce a higher priority
access category in the Wi-Fi MAC layer with parameters
tuned for time-critical traffic flow, and based on simulations
they show that the packet delays are reduced to less
than 50% for 90% of the packets, and jitter is reduced to
zero for 80% of the packets. Similarly, the authors in [8]
investigate the integration of TSN with Wi-Fi, and from
their emulated model they show that the majority of the
packets in the network were lost due to the access point as
it did not have the shaping capabilities needed to efficiently
deliver TSN frames. On the other hand, the authors in [9]
demonstrate the TSN data path redundancy capability over
Wi-Fi by leveraging multiple Wi-Fi radios on the same de-
vice. The results show that such prototype implementation
can maintain low latency performance under unmanaged
interference of wireless networks.

2) Integration of TSN with 5G: The research on the inte-
gration of TSN with 5G started in 2018 [4]. The researchers
have been working on addressing the main core challenges
of TSN-5G integration such as time synchronization, se-
curity, and several architecture properties such as interop-
erability and/or dependability to enable the transmission
of time-critical data with low latency and high reliability.
The authors in [10] investigate the time synchronization in
integrated TSN-5G networks by using the Precision Time
Protocol (PTP) which utilizes a shared clock between TSN
and 5G system and share the clock information to each
node via dedicated messages. On the other hand, the
authors in [11] focus on network configuration and resource
management mechanisms for the TSN-5G network.

To the best of our knowledge, the state of the art is
missing a comparative analysis of wireless TSN networks
in real-world scenarios. Therefore, in this work, we aim to
provide an experimental analysis of the integration of TSN
with wireless technologies, while comparing the transmis-
sion delays and end to end delays of each wireless TSN
network.

III. PROTOTYPE DESIGN

This section presents the prototype we used to model
the integration of TSN with other wireless technologies. The
prototype consists of three nodes as shown in Fig. 1. Node
A is communicating with Node B via the wireless network
which can be WiFi, 4G, or 5G, and Node B is communi-
cating with Node C via the TSN network. Task scheduling
functions were implemented to execute at specific time
intervals, and these tasks are periodic. Each node has two
tasks, namely “send” and “receive” which permits bidirec-
tional communication if necessary. For instance, depending
on its task scheduling, Node A can function as either a
sender or receiver.

In our experiments, we focus on two types of laten-
cies. Firstly, we analyze and compare the communication
latency which is the transmission time of a frame from
one node to another traversing a certain network. Secondly,
we analyze the end-to-end latency from Node A to Node
C, which is comprised of processing times that a node

acquires during task execution presented as tp1, tp2, and
tp3 in Fig. 1, and the end-to-end communication latency
of the overall network from the sender node to the receiver
node. Consequently, the end-to-end latency of wireless TSN
network (tE2E ) can be represented as:

tE2E = tp1 + twi r el ess + tp2 + tT SN + tp3 (1)

From Eq. 1, the communication latency over wired
TSN (tT SN ) is deterministic and can be calculated based
on the frame size and the TSN network speed as presented
in [12].

On the other hand, the communication latency of wire-
less networks is not deterministic as the potential inter-
ference caused by other devices or physical obstacles can
reduce the overall quality of the connection hence intro-
ducing extra delay to the transmission. In our experiments,
we consider the wireless networks without providing any
isolation on the interference as we want to compare their
performance in normal network conditions. Hence, in this
initial step of our work, we measure the communication
latency from each wireless network in different wireless TSN
scenarios and compare the measured outcome.

TSN SwitchNode1 Node2 Node3

Transmission time
over wireless (twireless) Transmission time over wired TSN (tTSN)

tp1 tp2 tp3

End to End Latency for wireless TSN network

Fig. 1: Wireless TSN prototype design.

IV. EXPERIMENTAL EVALUATION

A. Experimental Setup

Our experimental scenarios are implemented using
socket programming. Tasks such as Send and Receive are
scheduled to execute after every 1 and 2 seconds, respec-
tively. The socket is initialized for both tasks. The workflow
of the sender task is in such a way that it first binds the
local IP address and port, listens and makes connections,
sets the message, and then sends it further. On the receiver
end, the socket connects it to the IP address of the sender.
Once it connects to the sender, it starts receiving messages.
The communication latency is estimated by gathering the
time stamps from sender and receiver tasks.

The periodicity for task scheduling is kept the same for
both TSN and 4G or WiFi. Node 1 sends text messages
with 52 size bytes and zero offset over the 4G network to
Node 2 after every 1 second. On Node 2, the message is
converted to an Ethernet frame, assigned Scheduled Traffic
class priority, and sent it eventually over the TSN network
to Node 3. These traffic characteristics such as periodicity
are kept the same for all the scenarios.

At the beginning of the study we run our experiments
using Windows OS in each of the Nodes presented in Fig. 1.
As expected, we notice the extra increase in end-to-end
latency introduced by the operating system, as Windows
is not designed as a real-time OS, therefore it can not
guarantee real-time requirements for different tasks on the



system. However, to show the impact of the OS we present
the results for the end-to-end latency for TSN-4G and TSN-
WiFi in Fig. 5 and Fig. 6, respectively.

The important observation from the results in Fig 5 is
that the TSN-4G network takes higher computation time
and the maximum value is approximately around 6466ms.
One of the factors contributing to the latency is the serial
communication used in this scenario. Serial communica-
tion provides a limited serial reading function that takes
a bit longer time in seconds to read the frames stored in
the memory. Other than that several factors contribute to
the end-to-end latency in 4G such as network speed, and
interference from other devices and obstacles.

The values for 4G communication latency vary between
117.36 ms and 796.12 ms whereas values for TSN-4G end-
to-end latency vary between 5789.87 ms and 6466.79 ms
as shown in Fig. 2. For the TSN switch, the frame trans-
mission time is evaluated to be 0.0072 ms and remains the
same due to its deterministic behaviour. The average value
for communication latency and for end-to-end latency is
observed as 515.61 ms and 6183.10 ms, respectively.

Fig. 2: Communication Latency Over 4G.

On the other hand, the results from the TSN-WiFi sce-
nario shown in Fig 6 are much lower than those presented
in the previous scenario. The maximum communication
latency and end-to-end delay are observed at approximately
615 ms and 1319 ms respectively. The frame execution time
for the TSN switch remains the same for all the messages
shown in green colour and is low and constant concerning
communication and end-to-end delays.

The values for WiFi communication latency vary between
122.87 ms and 615.06 ms whereas values for TSN-WiFi end-
to-end latency vary between 398.67 ms and 1319.98 ms
as shown in Fig 3. The average value for communication
latency and for end-to-end latency is observed as 301.24
ms and 645.4 ms, respectively.

Fig. 3: Communication Latency Over WiFi.

In the second phase of our work, we implemented a real-
time operating system, named Rubus, in each of the nodes

presented in the prototype design. We send real-time traffic
from Node A to Node C and measure the end-to-end latency
using 4G, 5G, or WiFi on the wireless side. The results are
improved with a huge factor as the real-time OS makes
sure that the latency constraints are met. Some results are
presented in Fig. 4.

End to end latency over 4G
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Fig. 4: The end-to-end latency in TSN-4G scenario using
real-time OS on the nodes.

As this is an ongoing work, we are still working on the
realization of the TSN-5G scenario, to provide a compre-
hensive comparison between different wireless technologies
when present in wireless TSN scenarios.

V. SUMMARY AND ONGOING WORK

This work aims to experimentally analyze the trans-
mission delays and end-to-end latency of wireless TSN
networks while taking into consideration different wireless
technologies. From this initial results, we notice that TSN-
WiFi network performed better then TSN-4G network in
terms of communication latency, and end-to-end latency.
In TSN-4G scenario, the average value for communication
latency and for end-to-end latency is observed as 515.61
ms and 6183.10 ms, respectively. In TSN-WiFi scenario,
the average value for communication latency and for end-
to-end latency is observed as 301.24 ms and 645.4 ms,
respectively.

The results shown before are taken from non-real-time
scenarios to present the extra increase in end-to-end la-
tency introduced by Windows OS. In the TSN-4G scenario,
there is an observation that AT read command used for
serial communication takes a non-negligible time for read-
ing the messages which results in the higher end-to-end
latency for TSN-4G. Moreover, when considering real-time
traffic and Rubus OS in the sender and receiver nodes,
the maximum and minimum communication latency over
4G for a packet of 52 bytes becomes 0.8 ms and 0.2 ms,
respectively.

This is still ongoing work and the scenarios have been
simplistic until now, but the authors are continuing the
work and experimentally analyse the performance of wire-
less TSN networks in multiple scenarios when there are
multiple connected nodes in the network, and also includ-
ing in the analysis the performance of integrated TSN-5G
network for real-time applications.
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Fig. 5: The end-to-end latency in TSN-4G scenario using non-real time OS on the nodes.

Message Number

Ti
m

e 
(m

ili
 s

ec
on

ds
)

0

500

1000

1500

1 2 3 4 5 6 7 8 9 10

End to end Latency Total latency over wi-fi Frame transmission time

                                            TSN-Wi-Fi Latency (in milliseconds)
End to End Latency Total latency over WiFi Frame Transmission Time

Message Number

Ti
m

e 
(m

il
li

se
co

nd
s)

Fig. 6: The end-to-end latency in TSN-WiFi scenario using non-real time OS on the nodes.
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